Sample Questions from Previous CSCI 4141 Midterms and Finals

Q1.
Assume you have a database of 1,000,000 journal articles and the Zipf constant for this data is 0.1.  Note the formula in the Appendix.  Answer the following questions in the space provided.  Be sure to show all your work!
Q1.(a)
2 marks

Calculate the number of occurrences of the most frequently occurring term.

Q1.(b)
2 marks

How many different terms are there in the database?

Q1.(c)
6 marks.

How many different terms occur 2 or few times?  Be sure to show how you develop the formula for this calculation. 

Q2(a).
2 marks


State the “cluster hypothesis”

Q2(b).
8 marks

Given the document-term matrix on the data page, use the Vector Space Model to do the following and show your work:

· Calculate and show the document-document similarity matrix

· Perform a single-link agglomerative (bottom-up) clustering of these documents using either the Minimal Spanning Tree.  See Appendix.

· Use back of previous page for extra space if needed.

Q3.(a)
2 marks


Define and given an example of “unsupervised learning”.
Q3.(b)
2 marks


Define and give an example of “supervised learning”.

Q3.(c)
2 marks


Define “authority pages” and “hub pages”.

Q4.(d)
2 marks


Define what is meant by a, “community of practice”.

Q5.
6 marks

Assume you have the following:

· You have a database of 1,000,000 journal articles.  

· Each article consists of 5000 term occurrences, including the noise words

· The Zipf constant for this data is 0.1

The first normal form in the relational model requires that all values be atomic.  For this data, the relation (table) for the first normal form has only the two attributes and is:


DATA { doc_id, term}

Given the above information, and assuming that noise words are included in the database:

Q5.(a)  
Estimate the number of entries or rows in this relation.  Show your work.

Q5.(b) 
Explain why the relational model is not a good fit for the implementation of an Information Retrieval system.  Refer to the above in you explanation.

Q6.
4 marks.

A vector space model retrieval system has processed a query and the following graph represents the retrieval results.  The x-axis represents the similarity values assigned to each document, and the y-axis represents the number of documents having that particular similarity value (to the query).  The documents under curve “A”, are the documents that are not relevant to the query.  The documents under curve “B”, are the documents that are relevant.  If the query had been run with a retrieval threshold of 0.4, indicate on the graph those documents that would be retrieved and relevant, and those that would be retrieved and not relevant.







(a) Redraw the graph to indicate what the retrieval would be if the system were a perfect system.  Disregard the threshold value.

(b) Redraw the graph to indicate what the retrieval would be if the system were an absolutely  ineffective  system.  Disregard the threshold value.

Q7.
8 marks

You are given the document-term matrix for this question on the data page and the discrimination function for the probabilistic model in the Appendix.  

Assume that the document-term matrix represents the initial term values and on the first iteration of retrieval, documents d1 and d2 are deemed to be relevant.  Given this training information, calculate the value of the document discrimination function for each of the five documents.

Q8.
8 marks.

Given the following two query strings for serial string searching as per the Aho-Corasick algorithm (as given in class), create the GOTO function, the FAILURE function, and the OUTPUT function.  Make sure you show your work for the FAILURE function.  Enter the two strings into the GOTO function in the order given.

strangest

angst

Q9.  
10 marks


If you were starting your project over and could use any retrieval model, file structure and search algorithm you wished, what would be your choices.  Support your answers with respect to retrieval effectiveness, efficiency, ease of use and comprehension by the user.

Q10.
6 marks

(a)
Define what is meant by “Contextual Information Retrieval”.

(b)
Describe one method of developing a user profile and indicate how you would integrate this into a contextual information retrieval system.  Be sure to indicate what retrieval “model” this is based on.
Q11.
6 marks


(a) What is meant by topic detection and tracking?

(b) Describe how “classification” can be used to implement topic detection and      tracking.

Q12.
6 marks


Describe how you would automatically “summarize” the collection of news items that you used for your project.  A summary should indicate the topics contained in the collection.
Bonus:  2 marks

Is an unemployed school teacher a school teacher?  

(Do not support your answer!)
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